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Abstract. The development of new technology has been identified as one of the 
key enablers to support business and economic growth in developed countries. 
For example, the United Kingdom (UK) has invested £968 Million into the cre-
ation of Catapult centres to provide ‘pull through’ of low Technology Readiness 
Level (TRL) research and science. While these Catapults have been instrumental 
in developing new technologies, the uptake of new technology within industry 
remains a considerable challenge.  

One of the reasons for this is that of skills and competencies, and in particular, 
defining the new skills and competencies necessary to effectively apply and op-
erate the new technology within the context of the business. Addressing this issue 
is non-trivial because the skills and competencies cannot be defined a priori and 
will evolve with the maturity of the technology. Therefore, there is a need to 
create methods that enable the elicitation and definition of skills and competen-
cies that co-evolve with new technology development, and what are referred to 
herein as knowledge structures.  

To meet this challenge, this paper reports the results from a dynamic co-word 
network analysis of the technical documentation from New Technology Devel-
opment (NTD) programmes at the National Composites Centre (NCC). Through 
this analysis, emerging knowledge structures can be identified and monitored, 
and be used to inform industry on the skills & competencies required for a tech-
nology.  
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1 Introduction 

New Technology Development (NTD) has been identified as one of the key enablers 
to support business and economic growth in developed countries. This is one of the 
reasons that many developing countries are investing in specialist centres to support the 
growth of NTD. One example of this is in the United Kingdom (UK), where the gov-
ernment has invested £968 Million into the creation of Catapult centres to provide ‘pull 
through’ of low Technology Readiness Level (TRL) research and science [1].  
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These centres provide state-of-the-art facilities to further research and innovation, 
and provide a nexus for blue-skies University research to be developed into commer-
cially viable technologies. Although the provision of state-of-the-art facilities is para-
mount to NTD, the uptake of NTDs within industry remains a considerable challenge. 
A critical barrier to this uptake is not in the access and/or cost of new equipment but in 
the development of the skills, competencies, and knowledge structures around NTD.  

Given the largely digital nature of modern-day NTD, there now lies an opportunity 
to investigate how knowledge structures evolve through the dynamic co-word analysis 
of technological terms within NTD reports. Understanding the evolution of these 
knowledge structures could support the adoption of NTD through enhanced identifica-
tion of the skills & competencies pertaining to an NTD and the development of best 
practice in ensuring the appropriate knowledge structures around NTD’s are built.  

To investigate this potential, this paper reports the initial findings from a dynamic 
co-word network analysis of a set of reports generated from NTD projects at the UK’s 
National Composites Centre (NCC). The centre is a specialist facility aimed at devel-
oping low TRL research into high TRL commercially viable technologies.  

The paper first provides an overview of dynamic co-word network analysis with a 
discussion of the types of insight and information that can be generated (Section Two). 
This is followed by a discussion of the context in which the reports have been generated 
and statistics of the resulting dataset (Section Three). Section Four then discusses how 
dynamic co-word network analysis has been applied to the dataset and the results that 
will be produced. This continues into Section Five, which presents the results and dis-
cusses the insights it has brought to understanding the evolving knowledge structure 
around NTD. The paper then concludes by highlighting the key findings, limitations 
and future work. 

2 Dynamic co-word network analysis 

Dynamic co-word analysis is the investigation of the semantic structure of a corpus of 
textual data through the co-occurrence of terms over time. By analysing the co- occur-
rence of terms, a network of connected terms (a.k.a. nodes) is generated, which enables 
the application of algorithms developed in graph theory to uncover underlying struc-
tures within the network and examine the nature of the connections behind the terms. 
For example, centrality measures are often used to identify the most important and in-
fluential terms within the network structure. In addition, clustering algorithms, such as 
Louvain community partitioning [2, 3], seek to identify groups of highly connected 
nodes within a network. In the context of co-word analysis, the clustering of terms is 
often referred to as the identification of topics. 

The dynamism of the network comes from the continual addition of new documents. 
As new documents are added to the corpus, the connected nature of the terms is updated, 
and leads to a change in the structure of the network. The analysis of these temporal 
networks can reveal patterns in how knowledge around NTD evolves and matures. It is 
the hypothesis of this paper that NTD’s that have been widely adopted will contain 
particular patterns in the development of the associated knowledge structure. 
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Identifying these patterns would then enable the development of new processes and 
best practice to encourage the development of appropriate knowledge structures in fu-
ture NTDs. 

Dynamic co-word analysis has been particularly successful in identifying research 
topics within scientific communities [4–6]. Whilst [7] has demonstrated the potential 
of the technique to support engineering project management through the monitoring of 
topics being discussed and potential requirements/scope creep. It is this ability of iden-
tifying and monitoring the evolution of these topics in real-time that is the current state-
of-the-art within research [6]. 

Also, it is not only the quantitative metrics afforded by this analytical technique but 
the ability to aggregate and visualise a large corpus of information into a more manage-
able form for users to interpret and make decisions on that makes dynamic co-word 
network analysis an attractive proposition. Example visualisation techniques include: 
re-arranged matrices in relation to the clustering of the terms [8]; force-based network 
diagrams to reveal the connected nature of the terms [6]; and, quadrant diagrams that 
show the movement of clusters of terms (i.e. topics) and how their influence evolves 
over time [9]. 

It is for these reasons that dynamic co-word analysis has been selected as the tech-
nique to elicit and characterise the Knowledge Structures of NTD. 

3 Context and dataset 

The National Composites Centre (NCC) is a world-leading research & development 
centre for UK composites. Established in 2009 as a result of the UK Composite strategy, 
it is now part of the UK government’s CATAPULT programme to develop world- lead-
ing centres designed to transform the UK’s capability for NTD and help drive future 
economic growth. The NCC currently provides R&D support for over 40 companies. 

This analysis looks at the research projects performed over a four-year period with 
projects typically lasting between 6-12 months. Each research project results in a set of 
reports detailing methods, tools and key findings pertinent to NTD. Due to the sensi-
tivity of some of their projects, the analysis has been performed on a sub-set of docu-
ments generated from publicly funded projects. This represents approx. 20% of the total 
projects by the NCC. Table 1 provides a detailed breakdown on the number of final 
project reports produced year-on-year from publicly funded projects. 

Table 1. Dataset statistics 
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4 Dynamic co-word analysis of technical reports 

In order to apply co-word analysis to full-text engineering reports, this paper applies a 
four-step process. 

Step 1. Keyword extraction 
Step 2. Co-word network generation 
Step 3. Topic identification 
Step 4. Dynamic analysis through Quadrant Charts 

Compared to previous research where co-word analysis has been applied to key-
words within academic reports and/or short texts such as e-mails, instant messaging or 
tweets, the application of co-word analysis on full-text documents necessitates a greater 
amount of pre-processing [4, 6, 9]. In particular, it is necessary to include keyword 
identification and extraction to identify and define topics pertaining to NTD. Following 
this, Step 2 covers the generation of the co-word network. The co-word network is 
formed of nodes that represent the key terms identified in Step 1, and edges and asso-
ciated weightings representing the number of times terms co-occur. 

With the terms connected to one another within a network, clustering techniques can 
then be applied to generate the topics relating to NTD (Step 3). These clusters are then 
further post-processed in Step 4 to analyse how the topics connectedness and density 
evolve over time. These metrics are then plotted over time using quadrant charts where 
insights into the knowledge structures of NTD can be drawn. Each step is now discussed 
in detail. 

4.1 Keyword Extraction 

All documents were archived in portable docu-
ment format (PDF) and required parsing to ex-
tract the text in UTF-8 format. The majority of 
the documents were purely digital whilst a few 
had been scanned and required Optical Character 
Recognition (OCR) to parse the text. Regular ex-
pressions were used to extract the year in which 
the report was created and generate the list of n-
grams contained within the report. The n-grams are further post-processed where any 
n-grams containing terms from the Natural Language Toolkit (NLTK) [10] stopwords
list for the English Language as well as stopwords list for commonly used technical
terms within the organisation were removed. This left 1.2 × 10& terms whose frequen-
cies and number of documents they featured in are shown in Fig. 1.

4.2 Co-word network generation 

With the final set of terms being identified, the document set is parsed further to identify 
the co-occurrence of terms within the documents. First, a network is generated 

Fig. 1. Keyword statistics 
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containing nodes that represent each of the terms. The process iterates through each 
document and identifies the number of terms that exist within the document. Edges are 
then made between two nodes (terms) if they exist within the same document. The 
edges are weighted based on the number of documents that the two terms co-occur. 
This is further normalised to adjust for the effects of the range of occurrences for the 
different terms as shown in Equation 1. Where 𝑛(,*  is the normalised edge weighting 
and is determined by the number of times the two terms have co-occurred (𝑤(,*) divided 
by the minimum occurrence 𝑓( or 𝑓* for terms 𝑖 and 𝑗 respectively. 

𝑛(,* =
01,2

345(71,72)	
(1) 

4.3 Topic identification 

As the measurements of co-occurrence are transactional and continuous, and there ex-
ists a degree of error in relating terms to one another given the length of the reports (i.e. 
a report may be discussing two studies where terms would be related in Step 2 but do 
not actually feature in the same context), Louvain community clustering algorithm has 
been selected as the method for identifying topics in the network. 

The objective of the Louvain community algorithm is to generate a set of topic for 
the network that returns the highest modularity value. Modularity (𝑄) is an assessment 
of the quality of the network clustering and is defined as [11]: 

𝑄 = ;
<=
∑ ?𝐴(* −

B1B2
<=
C(* 𝛿(𝑐(, 𝑐*) (2) 

Where 𝑚 = 1 2⁄ ∑ 𝐴(*(,*  is the number of co-occurrences within the network. 𝛿 is 
the Kronecker delta function and is 1 if a co-occurrence exists between two models and 
0 otherwise. 𝑘(𝑘* 2𝑚⁄  is the probability that a co-occurrence may exist between two 
terms, where 𝑘( is the number of terms that have co-occurrences with term 𝑖 and 𝑘*  is 
the number of terms that have co-occurrences with term 𝑗. And, 𝐴(* is the normalised 
weighted co-occurrence between the two terms. 

In order to obtain the highest modularity, the algorithm iterates between two modes. 
The first assigns each term to its own topic. This is then followed by the algorithm 
sequentially moving one term to a different topic and calculating the change in modu-
larity. From this, the maximum modularity change can be identified. 

The second mode merges the terms together to form a topic of terms and combines 
the co-occurrences of the terms to form single value for the co-occurrence that links the 
topic to the rest of the network. In addition, the edge weightings within the topic are 
combined to identify the strength of the internal connection within the topic. The aim 
is to achieve a clustering whereby each topic is highly connected internally and weakly 
connected to one another. 

Thus, it can be considered a form of hierarchical clustering and the algorithm iterates 
until the modularity can no longer be increased by further aggregation of the terms. 
This paper uses the community API implementation of the Louvain community parti-
tioning algorithm within the NetworkX python package [3]. 
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4.4 Quadrant Charts 

With the topics defined, one can now investigate the 
features of these topics and how they change over 
time. To achieve this, Quadrant Charts can be used. 
Quadrant Charts use normalised axes with lines 
drawn along the mid-axes to form four equal quad-
rants. A and third measure can be represented by al-
tering the size of the markers on the chart (Fig. 2). 

Quadrant charts have been widely used in busi-
ness to support decision makers [12] and new mar-
ket identification, and in network analysis to investigate potential correlations in net-
work characteristics [6]. A particular affordance of quadrant charts is to provide a fixed 
space to monitor and observe the evolution and movement of partitions within a net-
work. For example, [9] analysis of topics within an engineering project highlighted the 
chart’s potential to provide ‘actionable’ information with respect to how topics are 
emerging, declining and/or becoming core to the projects activities. This enabled the 
project managers to compare their hypotheses on project activities with the actual topics 
being discussed in the project. 

In this case, the metrics used are the cluster density and eigenvector centrality. Clus-
ter density (𝐷J) is the number of edges connecting the terms within a cluster (𝑚) divided 
by the possible number of edges connecting all the terms within the network 
(𝑛(𝑛 − 1) 2⁄ ). Thus, 1 shows that all terms are connected with one another within the 
cluster and is considered a measure of how well-defined a topic is. 

𝐷J =
<=

K(KL;)
(3) 

Eigenvector centrality is used to measure used to measure the influence of a cluster 
within the network. Relative scores are assigned to all clusters in the network based on 
the idea that edges to high-scoring clusters contribute more to the score of the cluster 
in question than equal edges to low-scoring clusters. A high eigenvector score means 
that a node is connected to many nodes who themselves have high scores. Equation 4 
is the Eigenvector equation where 𝚨 is the weighted co-occurrence matrix, 𝒙 are the 
nodes and 𝜆 are the eigenvectors. 

𝚨𝒙 = 𝜆𝒙 (4) 

In addition, as this analysis is monitoring the development of topics over time, one 
can also measure the similarity of the topics from one year to the next. To do this, the 
terms within each topic of the previous year is compared to the terms within the topic 
of the current year. A ratio of the number of terms that occurs in both topics can then 
be generated and a full pair-wise comparison leads to a matrix of ratios for the topics. 
This pair-wise comparison can then indicate where the majority of the terms from the 
previous topics have moved to and is used to show how topics have merged and devel-
oped across the years. Table 2 provides an example of comparing the evolution of topics 

Fig. 2. Quadrant chart example 
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from 2012 to 2013. The values in bold highlight the topics that are most similar based 
on the occurrence of terms. 

Table 2. Pair-wise comparison of topics between years to identify mergence and growth of 
NTD topics 

It can be seen that there is significant movement of terms between the topics gener-
ated in the years. Topics a and e appear to be new topics with little relation to the pre-
vious years, whilst b is a mergence of topics 1, 2 and 5 from 2012. Topics c & d show 
expansion of topics 3 & 4. It is these dynamic behaviours that are of interest for deter-
mining the maturity of NTD. Table 3 provides further insight into the mergence of top-
ics 1, 2 and 5 from 2012 to form topic b of 2013 as well as evidence to show the effec-
tiveness of method to group terms. One such example of this is the term u-shape male 
tool, u-shape male and u-shape cut, which are all related terms to a technique used in 
carbon composite manufacture. 

Table 3. Terms within topics 

5 Results 

Table 4 reveals the development of topics over the four-year period. As one would 
expect, more terms are being added to the knowledge structure as more research and 
studies are being performed. In addition, there is an increase in the number of edges 
connecting the terms within the evolving network. Reviewing the network density (Ta-
ble 4), it reveals that there is little change over the areas and is very low. This indicates 
that there is a high-level of structure relating these terms to one another. 
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Table 4. Dynamic network statistics 

Further evidence of this is provided by the number of topics being generated by the 
analysis and the high modularity score of 0.6. Scores of > 0.3 are considered typical of 
highly-structured networks [13]. 

Continuing from the descriptive statistics, Fig. 3 shows the topics plotted on the 
quadrant chart of density against centrality and the node size relating to the number of 
terms within the topic. New topics are generated each year and the bracketed values 
indicate similarity with a topic in the previous year. In 2012 (Fig. 3a), it can be seen 
that all the topics are of density 1 highlighting that all the terms are connected with all 
the other terms within the topic. Given this is the starting point of the analysis, this 
would seem a logical finding as it is most likely that these topics will represent individ-
ual reports with little transfer of knowledge between them. 

Fig. 3. Quadrant chart of evolving technology knowledge structures 

Moving to 2013 (Fig. 3b) and the addition of further reports, the results show an 
increase in size of the topics and a decline in the density of the topics. It is interesting 
to note that topic 7 is a combination of 1, 2 & 5 from 2012 demonstrating there has 
been some work on relating these topics. The decrease in density shows that these topics 
have yet to be fully combined and the low centrality highlights that this topic has little 
influence on the rest of the NTD. In addition, a further separation of the topics based 
on the centrality begins to occur. The topics 8 & 9 are indicative of core NTD’s as they 
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have grown in size and have built-up from previous work (3 & 4, respectively) whilst 
maintaining a high-density and centrality with other topics within the network. Topics 
6 & 10 represent new topics that are being introduced into NTD. 

In 2014 (Fig. 3c), it can be seen that there is the addition of new topics into NTD (14 
& 15). It also appears that topics 12, 16, 11, & 13 represent existing topics as they are 
linked to one previous topic respectively and show continued growth through the addi-
tion of more terms. It is also interesting to see an alignment of the topics along the mid-
line of centrality indicating that neither has more influence than the other. This may be 
a key feature of topics surrounding NTD. 

This trend continues in 2015 (Fig. 3d) where the topics maintain an equal influence 
with one another. In addition, previous topics 14 & 15 have now been integrated into 
the main group of topics by their mergence with topics 17 & 20, respectively. At this 
stage of NTD, it is the density and size that are key differentiating factors. It could be 
that these indicate the topics that represent the NTD with the other topics representing 
key features of the NTD. 

6 Discussion & Future Work 

The results from the dynamic co-word analysis of 
NTD reports has highlighted the complex dynamics 
surrounding the generation of topics and their rela-
tions to one another. The high-level of dynamism 
observed shows there is potential for patterns to be 
identified that would relate to best practice structur-
ing of knowledge around NTD. 

However, to reach this stage, further work is required on capturing the secondary 
data in terms of identifying NTDs that have been easily adopted by industry. This is 
currently ongoing work at the NCC. With this, patterns within the co-word analysis can 
then be correlated to easy adoption of NTD. 

In addition, it is a further hypothesised that Technology Readiness Levels (TRLs) 
could be mapped to these quadrant charts, which would then enable project managers 
to identify the readiness of their R&D (Fig. 4). The authors are actively working on this 
through questionnaires with experts at the NCC to qualify the TRL of different topics. 
The aim is to then correlate these results with the metrics from the co-word analysis. 

The last aspect that is being expanded upon is in the contents of the network itself. 
Examples include in mapping topics to individuals, projects, companies and equipment 
in order to gain a better understanding of how the distribution of skills and competen-
cies within an organisation may help or hinder the adoption of NTD. 

7 Conclusion 

New Technology Development (NTD) has been identified as one of the key enablers 
to support business and economic growth in developed countries. Facilities have now 
been created to ensure developed countries maintain their advantage of being at the 

Fig. 4. Setting TRL regions based
on density & centrality 
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forefront of NTD. Although these facilities provide state-of-the-art tools and equip-
ment, challenges exist in the development of the skills and competencies, and the body 
of knowledge concerning NTDs. 

This paper has presented results from a dynamic co-word analysis of NTD reports 
within the NCC and has demonstrated the viability of this technique to provide insights 
into the evolution and growth of the knowledge structure surrounding NTD. The evo-
lution of the topics concerning a matured NTD have equal influence on one another 
with the topic density and size being the differentiating factor on the role within NTD. 
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